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Why LLMs are (still?)   

Two levels of grounding
mechanical turks: 
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1. Background: Do LLMs master meaning?
2. Linguistics: Meanings and truth conditions
3. Philosophy: Meanings and minds
4. Summary
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Do LLMs master meaning?
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CON camp

Bender+Koller (2020): (a) A system trained on form only can a priori
not master the world-word link inherent in meaning. (b) LLMs cannot 
learn “communicative intent” (speakers’ aims behind speaking). 

PRO camp
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CON camp

Bender+Koller (2020): (a) A system trained on form only can a priori
not master the world-word link inherent in meaning. (b) LLMs cannot 
learn “communicative intent” (speakers’ aims behind speaking). 

PRO camp

Søgaard (2023): Proper communicative behavior possible without c-
intent. First evidence for isomorphisms between LLM word topology 
and “the world”; novel perspective on grounding.
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Do LLMs master meaning?
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CON camp

Campbell, J. (2002), consciousness; Harnad, Stevan (1990) 
grounding; Lake, B. and G. Murphy (2021) psychology; Pezzulo et al. 
(2024) cognitive science

PRO camp

Abdou, Mostafa et al. (2021) color terms; Carta, T. et al. (2023); Tom 
Brown et al. (2020), Jean-Baptiste Alayrac et al. (2022), Ahn, M. et al. 
(2022) (various implementations)
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Do LLMs master meaning?

Missing:

Test for „Meaning“
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• truth conditional models of natural language semantics
• extension, intension of words and phrases
• logical type hierarchy
• compositionality
• semantics operationalized: 

truth value judgement tasks

Heim + Kratzer (1998): Semantics in 
Generative Grammar. Malden: Blackwell.
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Formal Linguistics: Truth conditional 
semantics
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To know the meaning of sentence S 
= To know the conditions under which S is true

D. Davidson (1967)

’Snow is white’ is true iff snow is white.
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Linguistics: Truth value judgement 
tasks
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Truth value judgements are not schematic paraphrases.
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Linguistics: Truth value judgement 
tasks

(a) There are three crocodiles on the table.
(b) There are three animals on the table.
(c) Two elephants meet a parrot.
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Truth value judgements in Language Acquisition (Crain et al. 2000)
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Linguistics: Truth value judgement 
tasks
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A Conservative Approach to Quantification in Child Language 
 

Luisa Meroni, Andrea Gualmini and Stephen Crain 
University of Maryland at College Park 

 
1  Introduction 
 
Investigations of sentences containing the universal quantifier every have led to 
qualitatively different conclusions about children’s linguistic knowledge. One line 
of research has uncovered systematic non-adult responses by pre-school and even 
school-age children (e.g., Inhelder and Piaget 1964). When shown a picture such 
as Figure 1, for example, some young children sometimes respond with a negative 
answer to question (1).  
 
(1) Is every boy riding an elephant? 
 

Figure 1. The Extra-Object Condition 
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Can LLMs master TVJ tasks?

• decide for a substantial range of nouns N: what is the extension of 
N in a given situation?

• decide for a substantial range of verbs V: who is engaged in the V-
activity in a given situation?

• decide for a substantial range of adjectives A: which object(s) have 
property A in a given situation?

• decide for a given world/situation whether S is true or not.
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Linguistics: Truth value judgement 
tasks
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• LLMs in virtual reality (Deepmind’s MIA, Chalmers 2022)
• LLMs in coded reality (Steinert-Threlkelt et al. 2019, Carta, T. et al. 

2023)
• LLMs with human confederates (“Tell me the age of Heinz Müller.”, 

ChatGTP)
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LLMs in TVJ-tasks 
need human confederates
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• LLMs in virtual reality (Deepmind’s MIA, Chalmers 2022)
• LLMs in coded reality (Steinert-Threlkelt et al. 2019, Carta, T. et al. 

2023)
• LLMs with human confederates (“Tell me the age of Heinz Müller.”, 

ChatGTP)

• LLMs can’t do TVJ tasks unless 
a human helper 
provides the necessary 
true assertions about the world.
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LLMs in TVJ-tasks 
need human confederates
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• Situations of non-grounded HUMAN communication

• Is Human communication successful in such contexts?

16 16.05.2024

Can Human communication
be non-grounded (sometimes)?
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grounding the language of wine tastes: 
no intersubjective truth conditions

• “Is this wine mineralic?”
answers to questions: no intersubjective truths

17 16.05.2024

Human non-grounded 
communication
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grounding the language of wine tastes: 
no intersubjective truth conditions

• “Is this wine mineralic?”
answers to questions: no intersubjective truths

• “Give me a dry white wine.”
speech acts: perlocutionary acts fail, due to lack of grounding
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Human non-grounded 
communication
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grounding the language of wine tastes: 
no intersubjective truth conditions

• “Is this wine mineralic?”
answers to questions: no intersubjective truths

• “Give me a dry white wine.”
speech acts: perlocutionary acts fail, due to lack of grounding

• (ps: not a personal-taste-predicate problem)
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Human non-grounded 
communication
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grounding the language of color:
speaker X who cannot perceive color 
(e.g. can only see black-grey-white).

• X has read “everything” about color (≈ LLM)
• X is unable to do TVJ tasks on sentences with color terms.
• X is unable to perform instructions that rest on color terms.
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grounding the language of color:
speaker X who cannot perceive color 
(e.g. can only see black-grey-white).

• X has read “everything” about color (≈ LLM)
• X is unable to do TVJ tasks on sentences with color terms.
• X is unable to perform instructions that rest on color terms.
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Human non-grounded 
communication

„it‘s yellow“
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• Grounding ≈ Ability to determine words’ extensions, sentences’ 
truth value in (most) possible situations

• TVJ-tasks ≈ Tests for semantic competence
• Humans can locally lack this competence. 

è Communication is imperfect under these circumstances.

• LLMs are not trained for TVJ-tasks.
• LLM communication is imperfect.
• How about LLMs+ (Chalmers 2022)?
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TVJ-tasks: Interim Summary



Universität Konstanz

• Healthy human subjects meet the ‘grounding condition’ on the 
basis of the various perceptual experiences they have of their 
environment.

• A healthy human subject can demonstratively refer to objects in her 
environment on the basis of her perceptual experiences.

• Perceiving one’s environment, and being able to demonstratively 
refer to objects in one’s environment, seem to be core features of 
‘being grounded’.
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‚Grounding‘, perceptual experience
and demonstrative reference
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Two philosophical accounts of perceptual experience: 

representationalism
vs

direct realism (or ‘naïve realism’ or ‘relationalism’)
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Two theories of perception: 
representationalism vs direct realism
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Perceptual experiences are representational states, and are ultimately 
of the same nature as illusory and hallucinatory experiences.
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Representationalism
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Perceptual experiences are relational states – a perceiving subject 
stands in a particular relation to the object perceived, and this relation 
is constitutive of the experience.
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Direct realism
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(Core Claim) perceptual experiences are ‘genuinely relational’, that is, 
perceptual experiences are relational essentially.

Amongst other things, this entails that

(Relation Claim) when a subject perceives an object, the subject 
stands in an experiential relation – namely, a perceptual relation – to 
the relevant object.
(Constitution Claim) A perceived object itself is a constitutive part of 
the relevant perceptual experience.
(Consciousness Claim) A perceived object is, for the perceiving 
subject, ‘immediately available in consciousness’ (McDowell 1978: 
138).
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Direct realism
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Sometimes, subjects can, on the basis of perceptual experiences, 
successfully engage in demonstrative reference. 

(e.g.: ‘this chair’, ‘this table’, ‘this person’)

In these contexts,

‘experience of objects has an explanatory role to play: it explains our 
ability to think demonstratively about perceived objects. Experience of 
a perceived object is what provides you with knowledge of the 
reference of a demonstrative referring to it’ (Campbell 2002: 114).
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Demonstrative reference
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According to the representationalist, experiences are 

‘states of a type whose intrinsic mental features are world-
independent; an intrinsic, or basic characterization of a state of 
awareness will make no reference to anything external to the subject. 
But if that is what experience is like, (…) how can it yield knowledge of 
an objective world beyond experience, and how can it so much as put 
us in a position to think about such a world?’ 

(Child 1994: 146-147)
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The problem with representationalism I 
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‘experience, conceived from its own point of view, is not blank or blind, 
but purports to be revelatory of the world we live in.’

(McDowell 1986: 152)
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The problem with representationalism II 
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According to direct realism,

(Consciousness Claim) a perceived object is, for the perceiving 
subject, ‘immediately available in consciousness’ (McDowell 1978: 
138).

But then,
a subject who demonstratively refers to an object which she perceives 
knows what the reference of her demonstrative is simply because the 
object is ’immediately available in consciousness’ to the subject in 
perceptual experience.
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The explanatory role of perceptual
experience in demonstrative reference
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Perceiving one’s environment, and being able to demonstratively 
refer to objects in one’s environment, seem to be core features of 
‘being grounded’.
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‚Grounding‘, perceptual experience
and demonstrative reference (again)
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Assume we augment LLMs with vision (camera), smell (chemical 
sensors), touch (robot arms) or other, similar input systems. 

Could such augmented LLMs be ‘grounded’?

34 16.05.2024

The core question



Universität Konstanz

(i) Cameras, chemical sensors or robot arms (or other, similar input 
devices) can only provide a system with relevant representational
content.

(ii) A system which only has access to representational content could 
not possibly be grounded. 

(Rather, in order for a system to be ‘grounded’, it needs to 
stand in an experiential relation to its environment.)

Thus, 

(C) LLMs augmented with cameras (‘vision’), chemical sensors        
(‘smell’), robot arms (‘touch’) or other similar input devices   
could not possibly be ’grounded’.

35 16.05.2024

The Core Argument
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(1) According to a representationalist account of perceptual 

experience, perceptual experience could not possibly ‘put us in a 

position to think about’ an ‘objective world beyond experience’ 

(Child 1994: 146-7), that is, if perceptual experiences were 

nothing but representational states, they could not explain our 

ability to demonstratively refer to objects in our environment.

(2) But then, this should translate to other, non-human systems: A 

system which only has access to representational content, that is, 

amongst other things, a system whose only access to the external 

world is via representational states, could not possibly refer to 

objects in its environment demonstratively.

(3) But then, being able to demonstratively refer to objects in one’s 

environment seems to be a core feature of ‘being grounded’.

(C ) Thus, a system which only has access to representational
content could not possibly be grounded, just as premise (ii) has it. 
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In support of premise (ii)
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The Core Argument
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Levels of Grounding:

(1) Mastering truth-value judgement tasks (without human 
confederates)

(2) Demonstrative reference
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In Conclusion
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Thank you!
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